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Abstract

This paper provides an empirical examination of the effect of four variables on the use of
Machine Learning (ML) within the decision-making process of managers operating in the
Asset Management sector. The four variables are: Company Size, Knowledge of ML,
Manager’s Perception of the impact of the ML on Company Performance and Investor
concerns. Analysing a sample of 53 managers from different countries operating in the Wealth
Management sector, this study finds a non-significant impact on the Company Size.
Furthermore, there is a positive effect of the Knowledge of ML on its deployment in the
investment process. Similarly, the perception that its use improves the Company’s Performance
positively impacts its use frequency. Finally, there is a negative impact on ML use provided by
the extent to which managers meet investor concerns on this technology. The results, controlled
for the geographic variable of where the company’s headquarters are located, show a greater
likelihood of using ML if the company is in America and a lower probability if it is in Europe.
The results on the other continents are not significant, and it is therefore impossible to estimate
the effects. By applying the OLS regression model to the collected data, this work extends the
existing literature in the organisational and managerial theory field, as well as in the use of new

technologies.



1. Introduction

The use of Machine Learning (ML) within the world of Asset Management has become
increasingly popular (Dhall et al., 2020): the main reason for this is that the best investment
strategies are based on economic and financial theories. ML is a powerful tool to implement

them and discover new ones (Lopez de Prado, 2020).

Machine Learning Definition:

ML, a branch of Artificial Intelligence (Al), is the “experiential learning” that a machine carries
out using computational algorithms (Helm et al., 2020).

These algorithms utilise data input and output systems to recognise patterns and models that
the machine “learns” autonomously and effectively to formulate recommendations and
decisions without human intervention (Blum, 2007).

Through several iterative cycles, the algorithm can predict the outputs following the reception

of an input (Agakov et al., 2006).

Asset Management Definition:

According to 1ISO 55000, International Standard issued by the International Organisation for
Standardisation (ISO), Asset Management can be defined as the “coordinated activity of an
organisation to realise value from assets” (1SO, 2014).

Companies operating in this sector make decisions, plans and activities to balance risks, costs,
and opportunities in order to achieve the desired asset performance (1AM, 2022).

Some examples of figures operating in the Asset Management sector are investment managers

who manage the assets of equity funds, pension funds and hedge funds.



The main activities of which Asset Management is composed and within which in recent years
there has been increasing use of ML are portfolio construction, risk management, capital
management, infrastructure and distribution, and sales and marketing (Snow, 2020). Both the
use of these techniques and their studies have significantly increased in recent years.

Recent studies in the literature tried to analyse the phenomenon of ML use within the Asset
Management sector, and two interesting points of reflection have emerged from them:

First, there has been a growing concern in the literature about the use of ML in many aspects
of life, including investors’ perception of its use in finance (Ipsos Moris, 2017). Other recent
studies conducted on hedge funds have also shown a positive correlation between the use of
ML and Performance, but it is little used, mainly in small businesses (Grobys, 2022). However,
so far, the literature does not present an answer about the reasons behind these phenomena and
an overview of the state of the art of ML use and its perception at a more enlarged level.
Therefore, this study aims at providing some new insights into this field.

First, I will investigate further if there is indeed a negative correlation between company size
and the use of ML (Grobys et al., 2022); Second, | will extend prior research to find out what
are the reasons behind the use or not of ML within companies operating in this sector, analysing
its use in relation to three other variables, which are: Knowledge of the ML, Perception of the
impact of the ML on the Performance and perception of managers about how much the ML
appeals to investors (Ipsos Moris, 2017); Third, I will contribute to a more holistic
understanding of the phenomenon analysing not only Hedge Funds but to broaden the research

to the larger category of Asset Management companies (Grobys, 2022).

The rest of the work is organised as follows: After presenting the analytical framework, I will
verify the four hypotheses related to ML use in the Asset Management sector. The model tests

the interdependencies between the use of this technology and the four variables mentioned



above: Company size, Knowledge of the technology, perception of effectiveness on
Performance and perception regarding the level of Trust placed by investors in this technology.
This work will conclude with the analyses of the obtained results, a conclusion on the overall

topic, and a suggestion for further research on the subject.



2. Literature Review

This literature review aims to give an overview of the topics analysed within the research work,
examining the existing literature on ML use within the Asset Management sector in order to
lay the foundations for the completion of the purpose of this study. First, I will explore the
existing theories on the relationship between company size and the use of ML. Subsequently,
following the definition of Supervised and Unsupervised ML, | will analyse the current
literature on the managers’ Knowledge of ML, their Perception of Performance and their
Perception of the existence or not of Bias by investors on the technologies taken for

examination, and if it influences the decision-making process.

2.1. Machine Learning and Company Size

The first part of the Literature Review aims to analyse the information on the relationship
between the use of ML by companies operating in the Asset Management sector and their size.
In their research, Grobys et al. (2022) performed a study of 826 Hedge Funds. Their results
show a predominant use of ML in small companies operating in the Asset Management sector
compared to larger ones. It should be noted that this study was conducted exclusively on hedge
funds: a particular type of fund in which relatively liquid assets are traded, using more
sophisticated trading, portfolio construction and risk management strategies in an attempt to
increase performance (Lemke et al., 2014). A possible explanation Chen et al. (2004) provided
for this “size factor” is that using ML leads to creating unique strategies that are difficult to
scale. Dietvorst, Simmons and Massey (2015) found a reason for the size of companies using
ML in investors’ aversion towards new technologies that replace human judgment. This
scepticism leads to lower investments in these types of funds with consequent downsizing of

the AUM of the companies that use these technologies. The article by Grobys et al. (2022)



concludes that small Hedge Funds use ML more than large ones and, because of this, they
perform better. However, it should be emphasised that there may be other reasons behind the
better performance of small-sized funds: in fact, Ammann and Moerth (2005) state that the
reasons for the outperformance of small funds compared to large ones are a higher risk appetite
that leads to higher returns, in addition to being more liquid, as a consequence of their more
minor financial positions. Thus, considering what was said above, it is necessary to conduct an
analysis focusing on different variables to study phenomena.

Hence, the first contribution that this work wants to provide is to understand the actual
relationships between the use of ML and the size of companies, shifting the focus from hedge

funds only, to the larger category of Asset Management (in which hedge funds are included).

2.2. Machine Learning and Management Perception

In this second part, | will investigate the present literature on the perception of ML use by
managers operating in the Asset Management sector through several filters: namely, the
manager’s Knowledge of the subject, their perception of Performance and, finally, their
perception of the Trust placed by investors in these technologies.

But, before proceeding with this analysis, it is necessary to explain two fundamental concepts
of ML that will be very important to fully understand the study of the manager’s perception of

the ML itself: Supervised ML and Unsupervised ML.

Supervised ML

Supervised Learning is an ML technique that makes use of labelled datasets. A “training
dataset” is created at first by manually tagging the data. (Mohri et al., 2012). These datasets
are intended to “supervise” algorithms as they categorise data or forecast outcomes (Norvig

and Russell, 2010).



Unsupervised ML
Unsupervised Learning (or Deep Learning) uses ML algorithms to analyse and group unlabeled
datasets. These algorithms discover hidden patterns in data without the need for human

intervention (“unsupervised”) (Hinton and Sejnowski, 1999).

It can therefore be seen that the main difference between these two approaches to ML is the
degree and level of human intervention within the processes and algorithms. This difference is
visible in the initial phase, the affixing or not of tags, but it detects an essential factor to consider
in analysing managers’ perception of ML: human intervention in the decision-making process.
Therefore, it will be of interest for the present study to investigate how this variable impacts

the research results.

2.2.1. Managers and Machine Learning Knowledge

Once the first phenomenon has been stated, it is possible to deepen the existing literature on
the relationship between the use of ML and managers’ Knowledge of this topic.

In an article published in 2021, Ferreiraa, Ruivob and Reis (2021) analysed the relationship
between data analysts and managers in companies that use ML, trying to understand how
necessary the knowledge of ML is in managerial decisions and whether it impacts the extent to
which this technology is used. According to this paper, at the various stages of ML adoption,
the experience of data scientists and managers in this area can significantly influence results.
Too often, investment decisions are based on the opinion of the highest-paid person rather than
on objective data structured and analysed through processes and technologies, as in the case of
ML (McAfee and Brynjolfsson, 2017).

Managers familiar with ML approaches can ensure that the projects in their portfolio add the

most value to their organisations. With a thorough understanding of ML, they can recognise
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good opportunities and potential benefits, effectively utilising their potential and giving their
businesses a competitive advantage (Lee and Shin, 2020).

Their involvement in implementing innovation within one company area can give rise to a
process that promotes innovation in all business areas (Rai et al., 2009; Ramamurthy et al.,
2008). Conversely, a lack of their participation and understanding of potential technologies
will produce little results. Therefore, for a project to be successfully implemented and increase
the value of the business, there is a need for those who prepare the software (Ruane, 2019) and
who will analyse the output (i.e. data scientist and manager) (Beech, 2000) to have a shared
understanding (Sarker et al., 2006). Therefore, it can be said that the relationship between the
knowledge of ML management and the best performance in business terms, as well as the
importance of communication and knowledge shared between managers and data analysts, are
topics already debated and present in the literature. However, what is not present is an analysis
of how the knowledge of this technology impacts managerial choices and the frequency of use
of ML in decision-making processes.

There is, therefore, no answer to the presence or absence of a correlation between the
knowledge of ML and its greater use to understand if it is one of the reasons for its adoption.
Starting from this question, this analysis will be the second contribution this work aims to give

to research in this field.



2.2.2. Managers and Machine Learning Performance

The third point to be taken into consideration for the development of this work is the
relationship between the frequency of ML use and the manager’s perception of its impact on
business performance, that is, whether performance increases as ML use increases.

In their article on hedge funds, Grobys et al. (2022) divide funds into four categories depending

on how much ML is integrated into business processes:

Traditional: they do not use ML.

Discretionary: they are based on both ML and managerial choices with a greater

focus on managerial decisions.

Combined: they are based on both ML and managerial choices in equal measure

Systematic: they are based on both ML and managerial choices with a greater focus
on ML.

They conclude that funds that use ML as a tool in investment decision-making (Systematic
Funds) outperform those that do not.

However, the study also underlines that funds that use an average level of ML and human
decision together (Combined Funds) perform worse than those guided only by the instinct of
managers (Traditional Funds) and those driven by the calculation of ML algorithms (which, as
mentioned, show the best results).

The article by Ferreiraa, Ruivob and Reis (2021) highlights how using platforms that exploit
ML can improve company performance, both from a financial and organisational point of view,
and that many factors influence the result.

These, in fact, are the maturity of the platform, the feasibility of the project, the quality of the
data, the intensity of the information and the compatibility between the existing systems within
the organisation. As for the first factor, the maturity of the platform, it is easy to understand
that the most complex and best-performing platforms are those used first in the processes and

8



therefore are the result of continuous improvement over time (Lismont et al., 2017). The best
performance exists because they allow a deeper understanding of data and its value creation
potential (Anand et al., 2016).

Second, the project’s feasibility is crucial when the goal is to produce value and obtain financial
benefits (LaValle et al., 2011). ML projects could reinforce this effect (Kietzmann and Pitt,
2020).

The third factor is the quality of the data, which must be reliable, extensive in number and
continuously updated (Liu et al., 2020). Since ML uses a massive amount of data, its quality is
vital for the project to increase the value generated by improving business performance (Lee,
2003). Poor data quality can negatively impact company performance (Du and Zhou, 2012).
Fourth, the amount of information a company uses in its processes is called information
intensity. Projects using ML as technology and involving a lot of information could produce
advantageous commercial value (and, therefore, performance) because ML handles complexity
and large amounts of data well (Jarrahi, 2018; Kuzey et al., 2014).

Finally, increasing the compatibility between existing systems increases the likelihood of
achieving positive effects (Ruivo et al., 2013; DeLone and McLean, 2003; Bradford and Florin,
2003).

Once the main factors affecting the performance of companies that use ML have been defined,
it is necessary to highlight a sphere that is not covered by the existing literature: in fact, whether
the impact of performance is studied, what is not examined is the perception that managers
have on the practical implications for the performance, in particular of companies operating in
the Asset Management sector, and on how this affects the choices of use of these platforms and
technologies. Furthermore, as anticipated in the first part of the chapter, the difference between
the use of Supervised and Unsupervised Learning technologies is significant for deepening the

topic and digging into the reasons behind managerial choices. Indeed, the research aims to be



able to study how managers perceive the benefits of using ML on performance, compared to
the risks that these methodologies may entail (Castagno and Khalifa, 2020; Ipsos Moris, 2017).
It also tries to figure out if the degree of participation of the manager in the decision-making
process in investment choices (Supervised/Unsupervised Learning) plays a role in the

frequency of use of the ML in business activities.

2.2.3. Managers’ and Investors’ Perception of Machine Learning

The last part of the literature review will analyse the existing literature on investors’ perceptions
of using ML in investments. It will also be investigated how and if this impacts the choices of
use of this technology by managers operating in the Asset Management field.

In 2017, the English company specialised in market research Ipsos Mori carried out a study on
behalf of the Royal Society about the public’s view on ML (Ipsos Mori, 2017).

This study focused on various fields of application, including the financial one.

In this research, great emphasis was placed on the risk/benefit trade-off perceived by the
interviewees regarding the technology in the various application areas.

While the survey participants favoured using ML to monitor their transactions to safeguard
them from possible fraud, few agreed with the idea that ML provided a consultancy service. In
fact, they did not want technology to decide on investment choices and that a machine could
daily check their portfolio.

Other concerns are related to the vision of human beings as unique entities. Therefore, it is
difficult to generalise one’s actions and ideas through algorithms, in addition to the fact that
investors perceive the use of machines as a danger to their freedom of decision in investments.
Given a sample of 978 adults, when asked if they were in favour of a computer, adapting to the

financial market, and investing money on their behalf, only 18% replied in the affirmative, 41%
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responded negatively, and 30% replied they remained indifferent. The remaining 11% did not
know how to answer (Ipsos Mori, 2017).

Once we understand investors’ perception regarding ML in private investments, it is interesting
to understand the current state of the relationship between the asset manager and investor from
a regulatory point of view.

Wealth managers are one of the longest-running targets for regulation (Clark, 1981). In fact,
their work and their relationship with investors are regulated by MiFID | and Il in order to
avoid Liability of Asset Managers problems (European Parliament and Council, 2004;
European Parliament and Council, 2014; Moloney, 2012). Therefore, managers are obliged by
law to pursue the interests of investors without exposing them to big significant risks and
listening to their needs.

To the author’s best knowledge, a study of the relationship between asset managers and
investors’ concerns on ML is missing in the literature. Specifically, regarding how investor
concerns about the use of ML in investment choices are considered by managers and affect the
use of this technology. This analysis will again consider how and if the difference between

Supervised and Unsupervised Learning affects perception.

2.3.  Analytical Framework

As highlighted in the first part of this chapter, the purpose of this work is to fill some of the
gaps in the literature regarding the relationship between the use of ML technologies and the
four variables previously explained: Company size, Knowledge, Managers’ Perception on

Performance, and relation with Investors’ Perception.

In the Literature Review, the contents of the texts by Chen et al. (2004), Dietvorst, Simmons
and Massey (2015) and Grobys et al. (2022) were analysed.

11



These findings highlighted a relationship between the size of companies operating in the
financial branch of hedge funds and the use of Atrtificial Intelligence (Al) technologies (in
particular ML). As previously stated, according to the author’s best knowledge, however, a
study on the broader sector of Asset Management is not present in the literature.

Therefore, taking into consideration all of the above, the following hypothesis can be

developed:

Hypothesis 1: Small companies are more likely to use ML than larger companies.

Subsequently, the importance of the knowledge of ML by managers for the improvement of
company performance was analysed, together with how good knowledge shared between
managers and data analysts can influence the success of investment projects in the operations
carried out by asset management companies and more (Ferreiraa, Ruivob and Reis, 2021).
Once again, however, this thesis has the ambition to study the relationship between the variable
taken into consideration (in this case, the knowledge of ML) and the use of ML within the
decision-making process implemented by the manager.

Hence, in conclusion to this review of the existing documents on the relationship between
managers’ knowledge of ML and its use, it is possible to formulate the second hypothesis of

this study:

Hypothesis 2: Managers who have more knowledge of ML are more likely to use it than

managers who have less knowledge of it.

The third point analysed in the Literature Review is the relationship between the use of ML

and company performance.
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In their work, Grobys et al. (2022) analysed how the use of ML impacted the performance of
hedge funds. As seen above, a positive correlation was found between the use of technology
and the results obtained. However, the presence of machine-manager hybrids (Combined Fund)
was found to be less performing than “pure” forms (Traditional and Systematic funds).

As already mentioned, this study focuses on the hedge funds segment and studies its current
performance without focusing on what the perception that managers have of ML is and,
therefore, on how and if this affects the frequency of use of this technology in the decision-
making process.

So, returning to the central theme focused on Asset Management businesses, once the
significance of data and these aspects affecting corporate performance have been grasped, it is
possible to start researching the manager-performance relationship from the formulation of the

third hypothesis:

Hypothesis 3: Managers who believe that using ML leads to better performance are likelier

to use it than Managers who think it leads to lower performance.

This hypothesis will be studied by analysing both Supervised and Unsupervised ML presences

to understand if these lead to differences in the manager’s perception.

Finally, the last point considered in the literature review is the manager-investor relationship
and how the latter perceives ML’s Usefulness.

The report drawn up by the company Ipsos Mori (2017) highlighted how investors are reluctant
and averse to the extensive use of Artificial Intelligence technologies in the financial field for
the purpose of advice and choice in investment, while they proved to be favourable to other

services, such as detecting any fraud.
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We have also seen how international banking regulations place great emphasis on the
relationship between managers of a wealth management company and investors (European
Parliament and Council, 2004; European Parliament and Council, 2014).

However, it has been seen that this need for ad hoc regulation was necessary as fund managers
are often encouraged to pursue their own interests rather than those of investors by creating
Liabilities of Asset Managers (Moloney, 2012).

Therefore, considering the statements mentioned above, the latest contribution that this work
aspires to provide is a study on the impact that investor concerns have regarding the use of ML
in the financial field on the investment choices of managers.

Once again, the study will consider the presence of Supervised and Unsupervised ML and their
impact on investors’ perception first and then on managers.

Hence, it is possible to formulate the fourth and final hypothesis of the paper:

Hypothesis 4: Managers who believe investors like ML are more likely to use it than

Managers who believe investors don 't like it.

This paper’s analytic framework (Figure 1) is a Fixed Analytical Frame, generally used for
quantitative studies and tests a series of hypotheses against the data (Ragin and Amoroso,
2011).

The relationships between the use of ML and the four variables just illustrated will, in fact, be
realised through a regression model on the data collected through a survey sent to companies
operating in the asset management sector (Appendix 2).

This model will be better explained in the next chapter of the paper.
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3. Research Methodology

3.1. Sample

The study and analysis were conducted through the administration of an anonymous survey
(Appendix 2). Respondents were given the opportunity to reply only once. This survey’s target
sample is composed of managers of companies operating in the Asset Management sector.
The survey was sent via email and LinkedIn to an initial sample of managers who work in 150
companies operating in the world of wealth management. These companies had a different
dimension regarding Asset Under Management (AUM), headquarters distributed evenly on all
continents and a foundation year in a time horizon ranging from the eighteenth century to 2021.
Only 53 companies responded to the survey out of 150.

As shown in Table 1, out of the 53 responses received, 35 came from managers whose
companies have their headquarters in Europe, 15 in America, 2 in Africa and one in Asia.

The time range of the foundation is extensive. In fact, a company was founded in the eighteenth

century, 8 in the nineteenth century, 24 in the twentieth century and 20 after 2000.

Headquarter Foundation Year

Africa 2 1700-1799 1
America 15 1800-1899 8
Asia 1 1900-1999 24
Europe 35 2000+ 20
Oceania 0

Tot 53 Tot 53

Table 1: Sample Composition - Headquarters and Foundation Year

16



Table 2 shows how the sample is composed in terms of AUM and Integration of the ML in

business processes.

Using the division that Deloitte uses for the size of the funds according to the AUM, it is

possible to divide the companies into three groups (Deloitte, 2020): Small, with an AUM of

less than 100 billion; Medium, with an AUM between 100 and 500 billion; and Big, with AUM

exceeding 500 billion.

The sample includes 32 small firms, 11 medium-sized and 10 big firms.

Finally, according to the categories Grobys et al. (2022) determined on the extent to which ML

is integrated within the decision-making processes of the fund, there are 9 Traditional

companies, 13 Discretionary companies, 15 Combined companies and 16 Systematic

companies.
AUM ML Integration
Small (< 100 bln) 32 Traditional
Medmum (100 bln - 500 bln) 11 Discretionary 13
Big (500+ bln) 10 Combined 5
Systematic 16
Tot 53 Tot 53

Table 2: Sample Composition - AUM and ML Integration

3.2. Measures

The model used in this analysis is a multiple linear regression that uses the least squares method

(OLS) to study the relationship between the dependent variable “Use of the ML” and the

independent variables.
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This method, discovered and published by Adrien-Marie Legendre (1805) (Mansfield, 1877)
and co-credited to Carl Friedrich Gauss (1795) (Stigler, 1981), is a standard approach in
regression analysis that minimises the sum of squares of the residuals (difference between an
observed value and the fitted value provided by a model) of the results of each individual
equation in order to study the fit of the data.
The model is constructed as follows:

Yi=p,+B,Xu+B,Xo+.. .+ X tup,i=1,...,n

Where,

Y is the dependent variable.

X;, X, and X, are the independent variables (regressors).

(Y;, X1, X5i, Xi;i) denote the i-th observationon Y, X;, X,, X}, .

B, is the intercept of the unknown population.

B,,m =1,...k isthe effect on Y of a change in X,,,, holding all the other variables
constant.

u; is the regression error (omitted factors) (Berry and Feldman, 1985).

Therefore, | will study the effect that independent variables have on the dependent variable.

3.2.1. Dependent Variable

The dependent variable is the use that managers make of ML within the decision-making
process in companies operating in the Asset Management sector.

This variable is of interest in the understanding state of the art in using this technology.
Studying the interactions with independent variables allows us to understand the reasons

behind its use.
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In order to collect information about this variable, in the first part of the survey, three questions
were asked relating to the frequency of use by the respondent manager, the frequency of use
by the company where the manager works and the category in which the company falls
according to the description of Grobys et al. (2022).

Of these three variables, the only one that will be considered as the dependent variable is the
first, since | am interested in studying the behaviour of the individual manager.

The other variables will be used as control variables, as discussed later.

In order to measure the frequency of use in the survey, a 5-point Likert scale was adopted with
a value of 1 “Never” and 5 “On a daily basis”.

The questionnaire questions result from an adaptation of papers and surveys already validated
in the literature.

Specifically, the questions related to the frequency of use of the ML have been adapted from

the aforementioned paper by Ipsos Mori (2017).

3.2.2. Independent Variables

In the previous chapters, four areas have been identified that can be considered as the reason
and, therefore, the object of the study for the use of ML: (1) the Company Size, (2) the
Knowledge, (3) the Manager’s Perception of Performance and (4) the Manager’s Perception of
investor concerns.

In order to study these phenomena, within the survey, more questions were asked by the
research area in order to find the most significant ones, refine the model and go deeper into the
question (Siemsen, 2010).

This study will use the answers to these questions as independent variables.
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(1) The Company Size is calculated through three measures: the amount of AUM, the

number of employees and the number of countries in which the asset management
company operates (Appendix 2).
These values were modified and cleaned for analysis by eliminating the outliers
and using a logarithmic transformation in order to “normalise” them, reduce or
eliminate skewness and thus make them more manageable and valid in the
application of the statistical model (lves, 2015).

(2) Knowledge of ML is calculated by answering the question, “How much, if anything,
would you say you know about Machine Learning?”. The variable is calculated as
a 5-point Likert scale which takes the value of 1 when the answer is “Not at all” and
5 when the answer is “A great deal” (Appendix 2).

The formulation of these questions is the adaptation of two surveys present in the
literature on the subject, respectively, by Ipsos Moris (2017) and Castagno and
Khalifa (2020).

(3) The Manager’s Performance Perception is calculated using four questions

(Appendix 2). A 5-point Likert scale was adopted for all four:
The first variable tests how much the manager believes ML is valuable and
therefore impacts performance positively. The scale range has values of 1 for “Of
no use at all” and 5 for “Extremely useful”; The second variable is the manager’s
perceived level of risk/benefit with respect to the application of ML in managerial
choices. The range of the scale has values of 1 for “The risks are much bigger than
the benefits”, and 5 for “The benefits are much bigger than the risks”; The third and
fourth variables test how comfortable the manager feels in using a technology of
Unsupervised Learning (Q3) and Supervised Learning (Q4). The scale range has

values of 1 for “Not at all comfortable” and 5 for “Very comfortable”. These
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questions were adaptations of the papers by Ipsos Moris (2017) and Castagno and

Khalifa (2020).

(4) The Managers’ Perception of Investor Concerns is calculated through three

questions (Appendix 2). A 5-point Likert scale was adopted for all three:

The first variable is the manager’s level of importance to the investors’ concerns.
The range of the scale has values of 1 for “Not important at all”” and 5 for “Extremely
important”; The second and third variables test how comfortable the manager thinks
the investor feels about using Unsupervised Learning (Q3) and Supervised Learning
(Q4) technology. The scale range has values of 1 for “Not comfortable at all” and 5
for “Very comfortable”. These questions were adaptations of the articles by Ipsos

Moris (2017) and Castagno e Khalifa (2020).

3.2.3. Control Variables

Various control variables have been implemented to control for other influencing factors

(Bryman and Cramer, 2005).

To this end, a series of questions were asked in the questionnaire whose validity is the result of

adaptation to the aforementioned papers by Ipsos Mori (2017) and Grobys et al. (2022).

1)

2)

Use of the ML by the company where the manager works. This variable is calculated
as a 5-point Likert scale which takes a value of 1 when the answer is “Never” and
5 when the answer is “On a daily basis”.

Company category. A dummy variable that identifies the four categories framed by
Grobys et al. (2022) - Traditional, Discretionary, Combined, and Systematic - and,
therefore, the general level of integration of the ML in the processes. It is composed

as follows:
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3)

4)

Company Category (Traditional = 1, Discretionary = 2, Combined = 3, Systematic
= 4)

Foundation Year. The variable indicates the year the company was founded and its
longevity.

Headquarters. Set of dummy variables indicating the continent in which the
company’s headquarters is located.

It is composed as follows:

Africa (Africa = 1, America = 0, Asia = 0, Europe = 0)

America (Africa = 0, America = 1, Asia = 0, Europe = 0)

Asia (Africa =0, America = 0, Asia = 1, Europe = 0)

Europe (Africa = 0, America = 0, Asia = 0, Europe = 1).
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4. Results and Analysis

In this section, | will present and discuss the main findings of my analysis. | will start with the
statistical description of the variables and the presentation of the correlation with the dependent
variable. | will then present the multiple regression analysis of the use of ML by managers

against independent variables.

4.1. Descriptive Statistics and Correlation

Table 3 shows the Descriptive Statistics of the variables indicating the number of cases, the

minimum, the maximum, the mean and the standard deviation of the variables.

Variables n Minimum Maximum Mean Std. Deviation

N. Application Manager 53 0 4 242 1.447
Log AUM 53 15.82 2871 23.1301 3.90302
Log_N.Employees 53 1.10 18.13 6.3991 334841
Log_N.Countries 53 0.69 471 22986 1.10008
Knowledge of ML 53 1 5 375 1.343
Usefulness of ML 53 1 5 374 1.195
Risks/Benefits 53 2 5 3.83 0.914
Unsupervised ML - Manager 53 1 5 316 1.347
Supervised ML - Manager 53 2 5 411 0913
Investor Importance 53 3 5 347 0.639
Unsupervised ML - Investor 5 1 5 29 1.290
Supervised ML - Investor 53 2 5 3.75 0.979
N. Application Firm 53 1 5 334 1.556
Dummy_ Categories 5 0.00 3.00 1.7170 1.08091
Foundation Year 53 1700 2021 1960.77 81373
Dummy_Africa 53 0.00 1.00 0.0377 0.19238
Dummy_Asia 53 0.00 1.00 0.0189 0.13736
Dummy_America 53 0.00 1.00 0.2830 0.45478
Dummy_Europe 53 0.00 1.00 0.6604 047811

Valid n (listwise) 53

Table 3: Descriptive Statistics

Table 4 is a correlation matrix showing the interaction between the individual variables

(Pearson, 1895).
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The first column, which shows the correlation between the dependent, independent and control
variables, is interesting for the analysis. The AUM variable is negative, albeit with a coefficient
close to zero (-0.03). This negativity goes against what is present in the literature (Grobys,
2022). It must be said, however, that the variable is not significant. This value can be given by
a small sample size related to the variability of the data (Sandelowski, 1995). The other two
variables relating to the size of the company (no. Employees and no. Countries in which the
company operates) are positive (0.098 and 0.158), but they are also not significant.

Except for the foundation year and the dummy variables Africa and Asia, all other variables
are significant at the 0.01 level. The Knowledge variable is positive with a high correlation
(0.716). This element implies that the use of ML tends to increase as the manager’s knowledge
of the technology increases. All the variables that measure the manager’s perception of the ML
impact on performance have a positive correlation coefficient. In fact, the use of ML tends to
grow as the manager’s perception of its Usefulness in increasing financial performance
increases (0.832), as much as the manager believes that the benefits of its use outweigh the
risks (0.752) and the manager’s trust of the efficiency of Unsupervised Learning (0.683) and
Supervised Learning (0.604) technologies. The variables on the relationship manager-investor
also have a significant correlation coefficient. The use of ML decreases as the manager supports
the thoughts and concerns of investors (-0.278). It is in line with the literature, as investors have
an aversion to using ML in financial practices (Ipsos Mori, 2017; Dietvorst, Simmons and
Massey, 2015). Therefore, the greater the manager’s importance to investors’ judgments, the
lower the propensity to use ML.

On the other hand, the relationship between investors’ confidence in using the methods of
Unsupervised (6.19) and Supervised (6.30) Learning is positive. The reason is probably that
the more managers feel that investors are comfortable using these technologies, the more they

will be pushed to use them. Regarding the control variables, the ML frequency of use by the
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company and the category in which the firm falls (Grobys et al., 2022) are both significant and
positive. These have very high coefficients (0.876 and 0.900). It could create multicollinearity
problems when multiple regression is performed, such as erratic coefficient signs and
inconstancy in significance (Greene, 2000). The foundation year has a positive but not
significant correlation coefficient (0.165). Finally, out of the dummy variables of the continent
in which the headquarters is located, only America and Europe are significant. The result may
depend on the number of survey replies for the other two continents, which are only one for
Asia and two for Africa. Variable America has a positive coefficient (0.461), while Europe has
a negative coefficient (-0.376). This data is interesting because it shows that the company’s
presence within the American territory increases the probability that the manager uses ML.

Conversely, this probability drops if a manager works in a European company.
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Variables

Log_AUM

Dummy_Asia

1 2 3 4 5 3 T 8 a3 10 1 12 13 14 15 16 17 18
M. Application Manager 1
-0.03 1
Log N Employees 0.033 0538" 1
Log N.Countries 0158 0727 0,736 1
Knowledge of ML 071" 0177 0.204 0.337 1
Usefulness of ML 0.g32" 0.023 0.031 077 0554 1
RisksiBenefits 0.752" -0.033 -0.035 0oy 0T 0TesT 1
Unsupervised ML - Manager n.Ee3" -0.225 -0.014 0.092 0.706°" 0ETT" 0.8 1
Supervised ML - Manager 0.604™ -0.114 -0.176 005 0447° 06457 0761 0635 1
Investor Importance -0.z278" 017 -0.022 0.023 -0.064 -0.136 -0.222 -0.304° -0.324° 1
Unsupervised ML - Investor 0619”7 -0.374 -0.103 -0.06 06300 05707 0736 0833 0537 -0.225 1
Supervised ML - Investor 0.6307 -0.228 -0.206 -0.085 0539 0607 0728t 07900t 0809t =081 0.Es0 1
M. Application Firm 0.576" 0134 .05 Qess  0vvet o 0839t 08t 0TET 06V -0zz2  0E33T 0EET 1
Dummy_Categories 09007 -0.016 0m 0124 0746 0E43 OTETT 0795 0EETT -0.243 OGS4 [WAr =R U 1
Foundation Year 065 -05W"  -066T° -0670°° -0.133 0.064 n.ovz 0.033 0107 -0.262 012 0127 0.042 0133 1
Dummy_Africa -0.265 013 -0.027 0.046 0.037 -0.z207 -0.072 -0.158 -0.134 032z -0.218 -0.154 -0.0d4 -0.133  -0.335% 1
0153 -0.223 -0.167 -0.153 013 0.145 0173 015 0136 -0.105 0.zzv 0175 0143 0.166 0.086 -0.027 1
Dummy_America 0.de1” -0.03z -0.033 0.o0z 0339 04539 0483 0504 023z -0.071 0538 04817 0487 0536 0.1 -0.124 -0.057 1
Dummy_Europe -0.3767 0.054 0113 0023 -0.432 -00338" -0.486  -0.4557 -0.263 -0.032  -04E3™  -0.428" -0.488°" -0.562" noes  -0z7E" -0.133  -0.&TE 1
53 o3 o3 53 53 o3 53 53 53 o3 53 53 53 o3 53 53 o3 o3 53

n

", Comelation is significant at the 0.07 level [2-tailed).
*. Correlation is significant at the 0,05 level [2-tail=d),

Table 4: Correlation Matrix
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4.2. Test of Hypotheses

Table 5 presents the results of the multiple regression analysis for the sample using all the
variables. To test the various effects of Company Size, ML Knowledge, Perception of ML
usefulness on Performance and the relationship between managers and investors, | run sixteen
different multiple regression models using a different number of independent variables at the
same time. Specifically, the models are constructed by analysing all the independent variables
individually, in the groups relating to the study areas connected to the hypotheses and, finally,
all together. All models are controlled for the factors previously presented. The dependent
variable is how often managers use ML. As can be seen from Models 1 to 16, none of the
regression coefficients of the independent variables is significant, except for the

Log_N.Employees in Models 5 and 16.
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Modell Model Modeld Model4 Models  Model 6 Model 7 Model 8 Model 8 Model 10 Model 11 Model 12 Model 13 Model 14  Model 15  Model 16

Controls 2 N. N. Company Knowdlege Perceived Rizk/Benefit Manager Manager Manager Investor Investor Investor Manager Al
Only AUM Employee: Countries Uzefulnesz Perception Unsupevized Supewvized Perception on Importance Unzupervized Supervized Perception

Variables Performance on Investors
Log_AUM -0.018 -0.042 -0.076
Log_N.Employees 0.064 0.001+ 0,119+
Log_N.Countriez 0.000 -0.031 -0.009
Enowledge of ML 0.111 0.230
Uzefulnezs of ML 0.150 0.126 0.213
Rizks/Benefits 0.087 0.182 0.121
Unsupervized ML - Manager -0.038 -0.068 0314
Supervized ML - Manager 0,030 -0.103 022
Inveztor Importance 0.007 0.017 0.061
Unzupervized ML - Investo: -0.016 0.066 0.040
Supervized ML - Investor -0.050 -0.151 -0.120
N. Application Firm 0.325¢ 0317 0.326% 0.32 0,389 0.230 0234 0.282 0.336% 03452 0.268 0.325% 0.329= 0.341% 0.340% 0.252
Dummy_Categories 0.820%% 0,827+ (),7852 0.820%%  (,7022% 0,774 0,732 0.8212# 0,837+ 0.823%2 0,782 0.821%# 0.8252% 0.8512# 0.852%= 0.562
Foundation Year 0.00015  0.000 0.002 0.000 0.002 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.003
Dummy_Africa -1.01931 -0.961 -0.708 -0.602 -l.n422 -0.338 -0.987 -1.068 -1.033 -0.964 -1.024 -1.048 -1.071 -1.003 -0.669
Dummy_Ameriea -1.02
Dummy_Asia 0.157 0.052 0.323 0.157 0.140 0.134 0.134 0.133 0.174 0.170 0.148 0.160 0.171 0.18% 0.161 0.048
Dummy_Europe 0.315 0.306 0255 0.316 0.2 0314 0.28% 0.340 0.300 0.323 0.336 0.317 0.303 0.296 0.336 0.095
n 33 53 33 33 33 33 33 33 33 33 33 33 53 33 53 33

2. Depandent Variable: I
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*%* Correlation is significant at the 0.01 levsel (2-tailed).
#* Correlation is siznificant at the 0.05 lavel (2-tailad).

Table 5: Multiple Regression n.1



As said before, the reason behind this can be given by the variables’ multicollinearity present
in the model (Greene, 2000). Furthermore, the large number of variables inserted in the model
could lead to an over-parameterised model (Harrell, 2001). Therefore, it is good to eliminate
the variables that create problems. To do this, I first excluded from the model the variables that
were not significant from the correlation study and then | carried out a study on the
multicollinearity of the remaining variables. The Variance Inflation Factor (VIF) of the
variables inserted in the model (James et al., 2017) is used to study multicollinearity. The
variables with a multicollinearity threshold higher than 5 (Shrestha, 2020) are excluded. Thus,
| exclude the independent variables on the size of the company (AUM, No. of Employees and
No. of countries in which the company operates) and the control variable Foundation Year, as
they have insignificant correlation coefficients. In Table 6, it is possible to see the VIFs of the
remaining variables. Considering these data, | exclude from the model the variables with VIFs
greater than 5. The only variable that does not respect this condition but I still maintain is the
Utility of the ML. It is to have a variable that measures managers’ perception concerning the
impact of the ML on performance and because it slightly exceeds the threshold (5.731): data
that with a reduced variable regression could collapse.

In addition to the non-significant variables in the correlation, the variables excluded with the
related VIFs are: Risk/Benefit (7.121), Unsupervised ML - Manager (11.937), Supervised ML
- Manager (8.645), Unsupervised ML - Investor (18.933), Supervised ML - Investor (14.259),

N. Application Firm (11.203) and Dummy_Category (12.536).
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Variables Beta VIF

Knowledge of ML 0.173 3983
Usefulness of ML 0.256 5.731
Risks/Benefits 0.003 7.121
Unsupervised ML - Manager -0.348 11.937
Supervised ML - Manager 0.256 8645
Investor Importance -0.058 1.474
Unsupervised ML - Investor 0375 18.933
Supervised ML - Investor -0.427 14 259
N. Application Firm 0.163 11.203
Dummy_Categories 0.786%* 12.536
Dummy_Africa -0.883 1.771
Dummy_Asia 0.017 1.090
Dummy_Europe 0.288 2321

a Dependent Variable: N Application Manager
**_ Correlation is significant at the 0.01 level (2-tailed).
*_ Correlation is significant at the 0.05 level (2-tailed).

Table 6: Multicollinearity

Once the variables presenting multicollinearity have been excluded, it is possible to perform
new regressions and study the results. To analyse the remaining set of variables, | again run
several regressions. Again, | examined the control variables alone, the three variables
Knowledge of ML, Usefulness of ML and Investor Importance individually, but controlled by
the control variables, and finally all together. Thus, I built five new models presented in Table

7.

30



Modell Model2 Model 3 Model 4 Model5 VIE

Variables Controls Knowdlege  Manager Manager All
Only Perception on Perception on
Performance Investors
Knowledge of ML 0.695% 0.402** 1.683
Usefulness of ML 0.916* 0.658** 1863
Investor Importance -0.413 -0.246% 1143
Dummy_Africa -2.967%* -2.550%* -1.044 -2.512% -1.074 1.358
Dummy_Asia 0.533 0.255 0.167 0.368 0.011 1.057
Dummy_FEurope -1.438%*  -0.564 -0.339 -1.414%* -0.129  1.507

a. Dependent Variable: N Application Manager
**_Correlation is significant at the 0.01 level (2-tailed).
*_Cotrelation is significant at the .05 level (2-tailed).

Table 7: Multiple Regression n.2

4.2.1. Results for Control Variables

Looking at the control variables, as seen previously, the only ones included in the model are
the four dummy variables representing the four continents to which the companies’
headquarters, where the managers who responded to the survey work, belong.

Looking at the results of the models, it is immediately apparent that the variable representing
America has been excluded from them by the software. On the contrary, the other three dummy
variables (Africa, Asia and Europe) are included and have different impacts and significance
in each model used.

The variable Dummy_Africa has a negative beta coefficient in all models. However, it has
significance only in models 1, 2 and 4. We can deduce from this that the condition in which
the respondent manager lives and works on the African continent is a deterrent to the use of
ML in the decision-making process. Its non-significance in models 3 and 5 can probably be
linked to the small number of observations that present this positive variable (with value=1).

The second control variable, Dummy_Asia, on the contrary, has positive beta coefficients. In
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all five models, this variable is not significant. Therefore, it is impossible to determine a
relationship between it and the dependent variable. In this case, the motivation is probably
linked to the number of observations with a value of 1. In fact, the number of responding
managers from Asia equals one. Finally, the third variable representing managers operating in
Europe has a negative beta and a p-value lower than 0.01 (and therefore is significant) only in
models 2 and 4. In significant surveys, the interpretation that can be given is, as in the case of
Africa, that the presence of the company in Europe is a factor that determines a lower use of
ML compared to other continents.

The other control variables are the frequency of use of the ML by the company in which the
manager operates, the Company Category (that is, the degree of ML integration in the business
processes) and the Foundation Year. As previously mentioned, these variables were excluded
from the definitive regression models. In the first set of regressions, the first variable has a
positive beta in all 16 cases of the first set of models and is significant in the first, third, fifth,
ninth, tenth, twelfth, thirteenth, fourteenth and fifteenth. This result indicates that, as this
variable increases, the utilisation of the ML also increases. Although the variable has
significance in many models, | decided to exclude it because it has a high VIF (11.203) and,
therefore, high multicollinearity. This information is not unexpected as the variable has a
coefficient close to 90% (0.876) in the correlation matrix (Perkins, 2014). The same goes for
the variable Company Category, which is significant at the 0.01 level in all models from 1 to
15 but has a correlation of 90%. This level of correlation resulted in a VIF of 12.536. Lastly,
the Foundation Year presents beta close to, if not equal, O in all models from 1 to 16. In fact,

the coefficient in the correlation matrix is very low (0.165) and not significant.
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4.2.2. Results for Machine Learning and Company Size

The company’s size was calculated using three variables: the AUM, the number of employees
and the number of countries in which the company is present. The amount of AUM was present
in models 2, 5 and 16 of the first group of regressions and had a negative beta. This sign would
have run counter to previous literature. Indeed, as seen in the literature review, Grobys et al.
(2022) found an inversely proportional relationship between company size and the use of ML.
However, it must be said that they had carried out the study only on companies in the hedge
fund category. The data is not significant in any of the three models and was not significant in
the correlation analysis.

For this reason, | decided to exclude it from the variables used in the second and final round of
regressions. The number of employees is the second variable used to identify the size of
companies. Its beta was positive in all models from the first round, confirming the literature
(Grobys et al., 2022). Although it was the only independent variable that presented significance
in the first set of regressions (in models 5 and 16), not presenting significance in correlation
with the dependent variable, it was excluded from the final models considered valid. Finally,
as in the case of the AUM, the variable representing the number of countries in which the
company operates presented a negative beta in all the models of the first set in which it was
present (4, 5, 16) but, having no significance nor in them or in the correlation matrix, it was

excluded from the definitive model set.

4.2.3. Results for Managers and Machine Learning Knowledge

The Knowledge of the ML variable is significant in the models in which it is present (Table 7:
models 2 and 5) and has a positive beta coefficient. It is possible to deduce that as a manager’s

knowledge of ML increases, its use also tends to increase.
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4.2.4. Results for Managers and Machine Learning Performance

The variables that measure the manager’s perception concerning the impact on financial
performance are the level of perceived utility for this purpose, the degree of the perceived
risk/benefit ratio and the confidence that the manager has in using Unsupervised and
Supervised Learning technologies. Only the first of these was included in the second set of
models, as the other three presented multicollinearity that displaced the model. The Usefulness
variable is present in models 3 and 5 and is positive and significant at the 0.01 level. It means
that as the utility perceived by the manager of ML use (and therefore the better performance

obtained from its use) increases, its use also increases.

4.2.5. Results for Managers’ and Investors’ Perception of Machine Learning

Finally, the independent variables that represent the relationship between the manager and the
investor are the level of importance that the manager gives to the investor’s opinion on ML use
and his perception of the confidence that the investor relies on Unsupervised and Supervised
Learning technologies. Also, in this case, the last two variables show a high degree of
multicollinearity, which is why they have been excluded from the models. On the other hand,
the first variable is present in models 4 and 5 (Table 7), it is significant, and its betas assume
negative values. It means that as the importance given by the manager to investor opinion on
ML matters decreases, its use in decision-making processes increases. It confirms what is
present in the literature (Dietvorst, Simmons and Massey, 2015). In fact, the report prepared
by Ipsos Mori (2017) highlights an aversion towards ML on the part of investors, and therefore,

if managers listen to their concerns, they will be led to use this technology less.
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4.3. Robustness

| have conducted several robustness tests to verify the results. | used General Linear Models to
ensure the model does not exhibit heteroskedasticity. First, | calculated the values of the
Unstandardised Residuals squared and substituted them for the managers” ML frequency of
use as a dependent variable (Hayes and Cai, 2007). In Table 8, it is possible to see that the p-
value is always greater than 0.05 in all models; therefore, the hypothesis of heteroskedasticity
is rejected. Second, | performed the White Test (Table 9) (White, 1980), which, with a p-value
again above 0.05 in all models, rejects the hypothesis of heteroskedasticity. Third, I performed
the Breusch-Pagan test (Table 10) (Breusch and Pagan, 1979) and the modified Breusch-Pagan
test (Table 11) (Bolakale and Oyeyemi, 2021). Once again, the heteroskedasticity hypothesis
was rejected, presenting non-significant values in all models. Model 3 of the unmodified
Breusch-Pagan test is the only model with a significant value, which is borderline (0.047). It
must also be said that the most precise estimate is found in the table of the modified Breusch-
Pagan test. Fourth, | carried out the F-test (Table 12), which also rejects the hypothesis of
heteroskedasticity with a p-value higher than 0.05. Finally, I compared the results of the
analysis carried out using the regression models with the Parameters Estimates values resulting
from the use of Robust Standard Errors (Table 13) (Hayes and Cai, 2007). To calculate the
Parameters Estimates with Robust Standard Errors, | used the HC3 method (Long and Ervin,
2000). As can be seen from the comparison of the two tables in Models 1, 2 and 4, the standard
errors are almost equal to the robust standard errors, which again implies that the models are
robust. Instead, in Models 3 and 5, in which the variable Usefulness is present, the robust
standard errors are equal to zero since the model considers the variable redundant. This data

suggests that the models containing this variable present heteroskedasticity and are not robust.
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Regression with Unstandardised Residuals Squared: Significance

Model 1 Model 2 Model 3 Model 4 Model 5
0.129 0.201 0.136 0.123 0.114

a. Dependent Variable: Square of Unstandardised Residuals

Table 8: Robustness Test n.1

White Test for Heteroskedasticity: Significance

Model 1 Model 2 Model 3 Model 4 Model 5
0.108 0.521 0.165 0.308 0.492

a Dependent Variable: W. Application Manager

Table 9: Robustness Test n.2

Breusch-Pagan Test for Heteroskedasticity: Significance

Model 1 Model 2 Model 3 Model 4 Model 5
0.236 0.559 0.047= 0379 0.053

a Dependent Variable: N. Application Manager

Table 10: Robustness Test n.3

Modified Breusch-Pagan Test for Heteroskedasticity: Significance

Model 1 Model 2 Model 3 Model 4 Model 5
0.150 0.686 0.096 0.286 0.080

a Dependent Variable: N. Application Manager

Table 11: Robustness Test n.4



F Test for Heteroskedasticity: Significance

Model 1 Model 2 Model 3 Model 4 Model 5
0.156 0.693 0.099 0.295 0.083
a Dependent Variable: N. Application Manager
Table 12: Robustness Test n.5
Standard Errors vs. Robust Standard Errors - HC3 Method
Model 1 Model 2 Model 3 Model 4 Model 5
SE RSE SE RSE SE RSE SE RSE SE RSE
0913  0.746 0.106  0.126 0.110  0.000 0286 0279 0.091  0.000
1273 0237 0673  0.740 0597  0.000 0951 0550 0.108  0.000
0387 0341 0951 0307 0.840  0.000 1266  0.285 0.158  0.000
0.000  0.000 0314 0301 0283  0.000 0384 0347 0537  0.000
0.000  0.000 0.000  0.000 0.000  0.000 0.712  0.000
0243  0.000

Table 13: Robustness Test n.6
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5. Conclusions, Limitations, and Further Research

This paper provides an empirical analysis of the use of ML in the managerial choices of
companies operating in the asset management sector and the reasons that influence this
phenomenon. The findings, controlled for the territorial variable in which the company has its
headquarters, reveal a series of important implications for using ML. The previous literature
analyses the relationship between the size of companies and the use of ML by hedge funds
(Grobys, 2022) without expanding the study to the broader asset management category and
studying the possible reasons behind this phenomenon. This study does not reveal a significant
correlation between these two factors, thus finding a massive use of this technology within
small boutiques and medium-sized firms and giants on the market. The studies in the literature
have also analysed the impact of Al on performance (Ferreiraa, Ruivob and Reis, 2021) without
considering the managers’ perception of its use and how it affects it. In fact, it has been studied
how more excellent ML knowledge by managers, working together with data analysts,
improves the company’s financial and organisational performance (Lee and Shin, 2020).
Instead, this work investigates how managers’ understanding of ML technologies and
platforms increases their use. A significant correlation between this effect was found in the
present research.

Furthermore, as seen above, some papers define ML as unsupervised and supervised learning
(Mohri et al., 2012; Hinton and Sejnowski, 1999) and explain its impact on financial
performance. Despite this, the managers’ perception of their effect has not been studied, as well
as how the trust placed in these methodologies affects the more frequent application of ML.
From the analysis carried out in this thesis, it emerges that the greater the manager’s perception
that ML positively impacts financial results, the greater they will use it. However, regarding
the difference in the degree of human participation in the decision-making process
(Unsupervised and Supervised Learning), the data collected are not statistically significant.
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Therefore, it is impossible to perform statistical inferences on the subject. Another area covered
by the literature is how these technologies are perceived by the public and by investors (Ipsos
Mori, 2017). It emerges that they are, on average, opposed to its use in investment decision-
making, considering it dangerous and thinking it reduces their freedom of choice (Dietvorst,
Simmons and Massey, 2015). Other literature studies the relationship between the manager and
the investor by analysing the relevant international regulations (European Parliament and
Council, 2004 and 2014). What is missing again is a study of how the investors’ concerns about
the use of ML affect the decisions on its use by managers. The analysis conducted here revealed
an inverse relationship between managers’ perception of investor concerns and the use of ML.
It means that the more important the manager thinks the investor’s thinking on the ML topic
is, the less he will use it. This finding is consistent with the literature (Ipsos Mori, 2017) as, as
mentioned, investors are averse to its use (Dietvorst, Simmons and Massey, 2015). So, if the
manager listens to their ideas, he will be led not to use ML.

Once again, the difference between the presence or absence of human intervention in the
decision-making process is not statistically significant.

Using multiple regression (Mansfield, 1877), the study extends the existing literature on using
new technologies in the financial field.

Therefore, combining the literature with my results, it is possible to state that ML should be
more studied and used as knowledge increases its application: the greater the knowledge, the

greater the application; the greater the application, the better the financial results obtained.

This thesis has a number of limitations. First of all, it presents a relatively small sample. A
more extensive data collection could lead to expanding the number of significant correlations
within the model. It is linked to the second limitation: a large part of the initial set of variables

was excluded as not statistically significant or because they presented multicollinearity
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(Greene, 2000). Increasing the number of cases would have been possible to correct these
problems and raise the number of factors studied.

Furthermore, the model explains only some of the phenomena that can influence the use of ML
by managers in the decision-making process. Further research could be performed from this
starting point, expanding the sample size and collecting data from a higher number of
companies in a higher number of countries. The analysis could therefore be extended to more
areas searching for a broader and more complete set of reasons behind the phenomenon. Some
possible interesting variables to analyse could be the relationship between the use of ML and
the countries of origin of the managers and, above all, the age of the managers, which could

profoundly influence the choice of using ML in the financial field.
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Appendices

Appendix n.1: Information Sheet For Participants

INFORMATION SHEET FOR PARTICIPANTS

Ethical Clearance Reference Number: MRSU-21/22-32408

YOU WILL BE GIVEN A COPY OF THIS INFORMATION SHEET

Title of study

Machine Learning in Financial Asset Management: a challenge between perception and
reality.

Invitation Paragraph

| would like to invite you to participate in this research project which forms part of my
Postgraduate research. Before you decide whether you want to take part, it is important for
you to understand why the research is being done and what your participation will involve.
Please take time to read the following information carefully and discuss it with others if you
wish. Ask me if there is anything that is not clear or if you would like more information.

What is the purpose of the study?

The purpose of the study is to understand if there is a correlation between the use of Machine
Learning and the size of companies and what are the drivers that lead, or not, a manager of an
Asset Management company to use Machine Learning in his own activities.

Why have | been invited to take part?

You have been invited to participate in this study because you are a manager or a member of
an Asset Management company who operates directly in investment choices and in the
choice of tools for investment choices.

What will happen if | take part?

If you agree to take part you will complete a survey anonymously. The survey will ask you
questions about use, knowledge, perception of Machine Learning and the size of the company
in which you work. The survey will take approximately 5 minutes to complete and each
participant is required to complete only one survey.
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Do | have to take part?

Participation is completely voluntary. You should only take part if you want to and choosing
not to take part will not disadvantage you in anyway. If you choose to take part you will be
asked to provide your consent. To do this you will be asked to indicate that you have read and
understand the information provided and that you consent to your anonymous data being used
for the purposes explained.

You are free to withdraw at any point during completion of the survey, without having to
give a reason. Withdrawing from the study will not affect you in any way. Once you submit
the survey, it will no longer be possible to withdraw from the study because the data will be
fully anonymous. Please do not include any personal identifiable information in your
responses.

Data handling and confidentiality

This research is anonymous. This means that nobody, including the researchers, will be aware
of your identity, and that nobody will be able to connect you to the answers you provide,

even indirectly. Your answers will nevertheless be treated confidentially and the information
you provide will not allow you to be identified in any research outputs/publications. Your
data will be held securely, completely anonymised, stored in the KCL SharePoint until
30/11/2022 (date on which the research project will be concluded and evaluated).

What will happen to the results of the study?

The results of the study will be summarised in a Postgraduate thesis, collectively processed in
order to make statistical inferences and the anonymous dataset will not be shared with third
parties or made publicly available.

Who should | contact for further information?

If you have any questions or require more information about this study, please contact me
using the following contact details:

Simone Maria Caranci
Email address: simone.caranci@kcl.ac.uk

What if | have further questions, or if something goes wrong?

If this study has harmed you in any way or if you wish to make a complaint about the conduct
of the study you can contact King’s College London using the details below for further
advice and information:
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Prof. Keith Brouthers
Email address: keith.brouthers@kcl.ac.uk

Thank you for reading this information sheet and for considering taking part in this
research.
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Appendix n.2: Survey Questions

AREAS QUESTIONS ANSWERS SOURCES
How many applications of Machine Learning have you come across in your work? S-point Likert scales with description at both ends
[None - More than three)
How often does your firm use Machine Learning? S-point Likert scales with description at both ends
[MNever - On a daily basis) Adapted
from
Ipsos Moris
(Intro) According to a recent study (Grobys, 2022), investment funds can be divided into 4 Traditional: they do not use Machine Learning (2017)
USAGE OF ML categories depending on the use of the ML. Which of these 4 categories best represents your Discretionary: they are based on both Machine Learning and and
company? (please click just one) managerial choices with a greater focus on managerial Grobys,
cholces Kolari an’d
Combined: they are based on both Machine Learning and Nian
managerial choices in equal measure ZDZZg
Systematic: they are based on both Machine Learning and ( )
managerial choices with a greater focus on ML
Have you ever heard of "Machine Learning"? Yes
MNo Adapted
from
How much, if anything, would you say you know about "Machine Learning"? S-point Likert scales with description at both ends I Mol
A great deal = You have read about it extensively and feel comfortable talking about it with (Mot at all - A great deal) ps{(;sm;;ns
KNOWLEDGE OF ML | experts and you have used it before.
A fair amount = You read and got informed about it and you feel comfortable in talking about it and
with non-experts
Heard of, know nothing about = You have heard of it but you have no idea what it is Castasno
Mot at all = You don't know what it is and you've never even heard of it K;:\ifa
(2020)
Please indicate the size of your company according to the total value of the Assets Under Bank for actual number
Management [AUNM)
Adapted
COMPANY Please indicate the size of your company according to the number of employees Blank for actual number from
DIMENSION Deloitte
(2020)
Please indicate the size of your company according to the number of countries in which it Blank for actual number
operates
In what year was your firm started? Blank for actual number
In which country Is your firm headquartered? Blank for the Country
How useful do you think Machine Learning could be in your area of work? S-point Likert scales with description at both ends
(Of no use at all - Extremely useful)
(Intro) Some suggest that Learning can perfarmance by allowing
computers to add to what people can already do. Others say there are risks, because a
computer's learning process isn't always perfect, which can present possible dangers if a
computer makes a decision rather than a human being.
Which of the following Is closest to your view on the balance between risks and benefits? S-point Likert scales with description at both ends
(The risks are much bigger than the benefits -
The benefits are much bigger than the risks) Adapted
from
PERCEPTION OF ML 'ps{‘;;;“;‘z”s
PERFORMANCE (Intro) Imagine working in a company that uses Machine Learning and uses a computer that,
using mathematical models, can adapt to the financial market to invest the money you are and
managing where it thinks it will provide the best returns: Castagno
After choosing where to invest your money, it automatically invests it without a human being ans
authorizing it to do so. Khalifa
To what extent, if at all, would you feel comfortable or uncomfortable with this process? S-point Likert scales with description at both ends (2020)
(Mot at all comfortable - Very comfortable)
(Intro) After choosing where to invest your money, the computer asks you to decide whether
or not to authorize the investment.
To what extent, if at all, would you feel comfortable or uncomfortable with this process? S-point Likert scales with description at both ends
(Mot at all comfortable - Very comfortable)
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In your chaice of whether or not to use Machine Learning while investing, how important is the
investor's opinion of the reliability of Machine Learning to you?

(Intro) Imagine working in a company that uses Machine Learning and uses a computer that,

S-point Likert scales with description at both ends
(Not important at all - Extremely important)

using mathematical models, can adapt to the financial market to invest the money you are Adapted
managing where it thinks it will provide the best returns: from
After choosing where to invest your money, it automatically invests it without a human being .
authorizing it to do so. Ipsos Mords
INVESTORS {2017)
PERCEPTION OF ML | To what extent, If at all, would investors Investing in your company feel comfortable or S-point Likert scales with description at both ends and
uncomfortable with this process? [Not at all comfortable - Very comfortable)
Castagno
and
Khalifa
(2020)
(Intro) After choosing where to Invest your money, the computer asks you to decide whether
or not to authorize the investment.
To what extent, If at all, would investors investing in your company feel comfortable or S-point Likert scales with description at both ends
uncomfortable with this process? (Not at all comfortable - Viery comfortable)
You are going to read a list of several technologies that use Machine Learning. For each, could
you tell me if you use one or more of these technologies by checking them? X
Artificial Neural Networks
DedoonT Adapted
ecision Trees
WHICH ML from
METHOD IS USED Support-Vector Machines Ipsos Moris
(2017)

Regression Analysis

Bayeslan Metworks

Genetic Algorithms

Swarm Intelligence

Federated learning

Others:

None of them
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Summary

Introduction

The use of Machine Learning (ML) within the world of Asset Management has become
increasingly popular (Dhall et al., 2020): the main reason for this is that the best investment
strategies are based on economic and financial theories. ML is a powerful tool to implement
them and discover new ones (Lopez de Prado, 2020). The main activities of which Asset
Management is composed and within which in recent years there has been increasing use of
ML are portfolio construction, risk management, capital management, infrastructure and
distribution, and sales and marketing (Snow, 2020). Both the use of these techniques and their
studies have significantly increased in recent years. Recent studies in the literature tried to
analyse the phenomenon of ML use within the Asset Management sector, and two interesting
points of reflection have emerged from them: First, there has been a growing concern in the
literature about the use of ML in many aspects of life, including investors’ perception of its use
in finance (Ipsos Moris, 2017). Other recent studies conducted on hedge funds have also shown
a positive correlation between the use of ML and Performance, but it is little used, mainly in
small businesses (Grobys, 2022). However, so far, the literature does not present an answer
about the reasons behind these phenomena and an overview of the state of the art of ML use
and its perception at a more enlarged level. Therefore, this study aims at providing some new
insights into this field. First, | will investigate further if there is indeed a negative correlation
between company size and the use of ML (Grobys et al., 2022); Second, | will extend prior
research to find out what are the reasons behind the use or not of ML within companies
operating in this sector, analysing its use in relation to three other variables, which are:
Knowledge of the ML, Perception of the impact of the ML on the Performance and perception
of managers about how much the ML appeals to investors (Ipsos Moris, 2017); Third, I will

contribute to a more holistic understanding of the phenomenon analysing not only Hedge Funds
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but to broaden the research to the larger category of Asset Management companies (Grobys,
2022). The rest of the work is organised as follows: After presenting the analytical framework,
I will verify the four hypotheses related to ML use in the Asset Management sector. The model
tests the interdependencies between the use of this technology and the four variables mentioned
above. This work will conclude with the analyses of the obtained results, a conclusion on the

overall topic, and a suggestion for further research.

Literature Review
This literature review aims to give an overview of the topics analysed within the research work,
examining the existing literature on ML use within the Asset Management sector to lay the

foundations for the completion of the purpose of this study.

Machine Learning and Company Size

The first part of the Literature Review aims to analyse the information on the relationship
between the use of ML by companies operating in the Asset Management sector and their size.
Studies show a predominant use of ML in small businesses operating in the Asset Management
sector compared to larger ones (Grobys et al., 2022). Two possible explanations for this “size
factor” are investor aversion to new technologies that replace human judgment (Dietvorst,
Simmons & Massey, 2015) and that the use of ML leads to the creation of unique strategies
that are difficult to scale (Chen et al., 2004). Grobys’ study was conducted solely on hedge
funds and concluded that small ones use ML more than large ones and perform better. But the
reasons may be other: the greater risk appetite of small funds and their being more liquid
(Ammann and Moerth, 2005). Therefore, taking into account the above, the first contribution

that this work wants to provide is to understand the actual relationships between the use of ML
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and the size of companies, shifting the focus from hedge funds only, to the broader category of

Asset Management.

Managers and Machine Learning Knowledge

Previous studies have shown that the relationship between data scientists and managers and
knowledge of ML in managerial decisions can positively influence company results (Ferreiraa
etal., 2021). However, what is not present is a response to the presence, or not, of a correlation
between the knowledge of ML and its greater use to understand if it is one of the reasons for
its adoption. Starting from this question, this analysis will be the second contribution this work

aims to give to research in this field.

Managers and Machine Learning Performance

In their article on hedge funds, Grobys et al. (2022) divide funds into four categories depending
on how much ML is integrated into the business processes: Traditional, Discretionary,
Combined and Systematic. They conclude that funds that use ML in investment decision-
making (systematic funds) outperform those that don’t. However, they also point out that funds
that use an average level of ML and human decision together (Combined Funds) perform worse
than those driven only by the instinct of managers (Traditional Funds) and those driven by the
calculation of ML algorithms (which, as mentioned, show the best results). Ferreiraa et al.
(2021) show how using platforms that exploit ML can improve the financial and organisational
performance of the company. They also point out that many factors influence the outcome: the
maturity of the platform, the feasibility of the project, the quality of the data, the intensity of
the information and the compatibility between existing systems within the organisation. When
studying the impact of performance, what is not examined is the perception that managers have

on the practical implications for performance in companies operating in the asset management

54



sector and how this affects the choices of these platforms and technologies usage. The research
aims to study how managers perceive the benefits of using ML on performance concerning the
risks that these methodologies may entail. I also try to understand if the degree of participation
of the manager in the decision-making process in investment choices
(Supervised/Unsupervised Learning) plays a role in the frequency of use of ML in business

activities.

Managers’ and Investors’ Perception of Machine Learning

The last part of the literature review will analyse the existing literature on investor perceptions
of using ML in investing. It will also be analysed how and if this affects the choices of use of
this technology by the managers operating in the Asset Management sector. In 2017, the British
market research company Ipsos Mori conducted a study on public opinion on using ML in
various fields of application, including finance, on behalf of the Royal Society (Ipsos Mori,
2017). It emerged that most of the participants were against the use of a machine that checks
their portfolio daily: out of a sample of 978 adults, when asked if they were in favour of
computers adaptation to the financial market and investment of money in their behalf, only
18% answered affirmatively, 41% replied negatively, and 30% replied to remain indifferent.
The remaining 11% did not know how to answer (Ipsos Mori, 2017). From a regulatory point
of view, the relationship between investors and asset managers is regulated by MiFID | and Il
to avoid liability problems for the Asset Managers: the latter are obliged by law to pursue the
interests of investors without exposing them to large significant risks and listening to their
needs. To the best knowledge of the author, there is no study in the literature on the relationship
between investor concerns about the use of ML in investment choices and the use of this

technology.
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Analytical Framework

Taking into account all the above, the following hypotheses can be formulated:
e Hypothesis 1: Small companies are more likely to use ML than larger companies.
e Hypothesis 2: Managers who have more knowledge of ML are more likely to use it than
managers who have less knowledge of it.
e Hypothesis 3: Managers who believe that using ML leads to better performance are
likelier to use it than Managers who think it leads to lower performance.
e Hypothesis 4. Managers who believe investors like ML are more likely to use it than
Managers who believe investors don 't like it.
The relationships between the use of ML and the four variables just illustrated will be studied
through a regression model on the data collected through a survey sent to companies operating
in the asset management sector. This model will be better explained in the next chapter of the

document.

Research Methodology

Sample

The study and analysis were conducted through the administration of an anonymous survey.
Respondents were allowed to respond only once. This survey’s target sample is managers from
companies operating in the Asset Management sector. The survey was answered by 53
managers out of a sample of 150: 35 managers came from companies based in Europe, 15 in
America, 2 in Africa and one in Asia; One company was founded in the eighteenth century, 8
in the nineteenth century, 24 in the twentieth century and 20 after 2000; 32 companies have an
AUM of less than 100 billion, 11 companies between 100 and 500 billion and 10 companies
above 500 billion; 9 companies are traditional, 13 discretionary, 15 combined and 16

systematic.
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Measures

The model used in this analysis is a multiple linear regression that uses the least squares method
(OLS) to study the relationship between the dependent variable “Use of the ML” and the
independent variables. The dependent variable is the use that managers make of ML within the
decision-making process in companies operating in the Asset Management sector. The study
of interactions with independent variables allows us to understand the reasons for its use. To
gather information on this variable, in the first part of the survey, a question was asked about
the frequency of use by the respondent manager. To measure the frequency of use in the survey,
a 5-point Likert scale was adopted with a value of 1 “Never” and 5 “On a daily basis”. In the
previous chapters, four areas have been identified that can be considered as the reason and,
therefore, the object of the study for the use of ML.: (1) the Company Size, (2) the Knowledge,
(3) the Manager’s Perception of Performance and (4) the Manager’s Perception of investor
concerns. To study these phenomena, within the survey, more questions were asked by the
research area to find the most significant ones, refine the model and go deeper into the question
(Siemsen, 2010). This study will use the answers to these questions as independent variables.
Various control variables have been implemented to control for other influencing factors. To
this end, a series of questions were asked in the questionnaire: Use of the ML by the company
where the manager works (5-point Likert scale); Company category (dummy variable that

identifies the four categories framed by Grobys); Foundation Year; Headquarters by continent.

Results and Analysis

Descriptive Statistics and Correlation

After exposing the Descriptive Statistics of the variables (the number of cases, the minimum,

the maximum, the mean and the standard deviation), | performed a correlation matrix that
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shows the interaction between the single variables. Looking at the first column, which shows
the correlation between the dependent, independent and control variables, we have that:
Positive and significant variables: Knowledge, Usefulness of ML, Risks/Benefits,
Unsupervised ML - Manager, Supervised ML - Manager, Unsupervised ML - Investor,
Supervised ML — Investor, N. Application Firm, Company Category, America.

Positive and non-significant variables: N. Employees, N. Countries, Foundation Year, Asia.
Negative and significant variables: Investor Importance, Europe.

Negative and non-significant variables: AUM, Africa.

Test of Hypotheses

I run sixteen different multiple regression models using a different number of independent
variables simultaneously. Specifically, the models are constructed by analysing all the
independent variables individually, in the groups relating to the study areas connected to the
hypotheses and, finally, all together. All models are controlled for the factors previously
presented. The dependent variable is how often managers use ML. None of the regression
coefficients of the independent variables is significant, except for the number of employees in
Models 5 and 16. The reason for this can be given by the multicollinearity of the variables
present in the model (Greene, 2000) and by the large number of variables inserted. Therefore,
I excluded from the model the variables that were not significant in the correlation study and
then conducted a study on the multicollinearity of the remaining variables by studying the
Variance Inflation Factor (VIF). | thus eliminated the resulting multicollinear variables and
created five other regression models. The remaining variables are: Knowledge, Usefulness,

Investor Importance, Asia, Africa and Europe.
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Results for Control Variables

Analysing the remaining control variables in the five final models, Africa always has a negative
beta coefficient and is only significant in models 1, 2 and 4. From this, it can be deduced that
the condition in which the interviewed manager lives and works on the African continent is a
deterrent to ML’s use in decision-making. Its non-significance in models 3 and 5 can probably
be linked to the small number of observations presenting this variable positive; Asia, on the
other hand, has positive and non-significant beta coefficients in all five models. Therefore, it
is impossible to determine a relationship between it and the dependent variable. Finally, Europe
always has a negative beta and is significant only in models 2 and 4. In significant surveys, the
interpretation that can be given is, as in the case of Africa, that the presence of the company in

Europe is a factor which determines a lower use of ML compared to other continents.

Results for Machine Learning and Company Size

The three variables that measure the size of the company (AUM, number of employees and
number of countries in which the company is present) are all non-significant and have therefore

been excluded from the analysis.

Results for Managers and Machine Learning Knowledge

The Knowledge of the ML variable is significant in the models in which it is present (models
2 and 5) and has a positive beta coefficient. It is possible to deduce that as a manager’s

knowledge of ML increases, its use also tends to increase.

Results for Managers and Machine Learning Performance

Among the variables that measure the manager’s perception of the impact on financial

performance, only the level of perceived utility was included in the second set of models since
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the other three presented multicollinearity that displaced the model. The Usefulness variable is
present in models 3 and 5 and is positive and significant at the 0.01 level. It means that as the
utility perceived by the manager of the use of the ML increases (and therefore the better

performance obtained from its use), its use also increases.

Results for Managers’ and Investors’ Perception of Machine Learning

Finally, the only independent variable representing the relationship between the manager and
the investor left in the five final models is the level of importance that the manager attaches to
the investor’s opinion on using the ML. The variable in models 4 and 5 is significant, and its
betas assume negative values. It means that as the manager attaches importance to investor

opinion on ML, its use in decision-making processes increases.

Robustness

| have conducted several robustness tests to verify the results. First, | calculated the values of
the Unstandardised Residuals squared and substituted them for the managers’ ML frequency
of use as a dependent variable (Hayes and Cai, 2007). Second, | used general linear models to
ensure that the model does not show heteroskedasticity, which are: the White Test (White,
1980), the Breusch-Pagan test (Breusch and Pagan, 1979), and the modified Breusch-Pagan
test (Bolakale and Oyeyemi, 2021). Finally, | compared the results of the analysis using the
regression models with the Parameters Estimates values resulting from the use of Robust
Standard Errors (Hayes and Cai, 2007). To calculate the estimates of the parameters with robust
standard errors, | used the HC3 method (Long and Ervin, 2000). From the overall analysis of

all five tests, it can be concluded that the final five models are robust.
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Conclusions, Limitations, and Further Research

This paper provides an empirical analysis of the use of ML in the managerial choices of
companies operating in the asset management sector and the reasons that influence this
phenomenon. The findings, controlled for the territorial variable in which the company has its
headquarters, reveal important implications for using ML. The previous literature analyses the
relationship between the size of companies and the use of ML by hedge funds (Grobys, 2022)
without expanding the study to the broader asset management category and studying the
possible reasons behind this phenomenon. This study does not reveal a significant correlation
between these two factors, thus finding a massive use of this technology within small boutiques
and medium-sized firms and giants on the market. The studies in the literature have also
analysed the impact of Al on performance (Ferreiraa, Ruivob and Reis, 2021) without
considering the managers’ perception of its use and how it affects it. It has been studied how
more excellent ML knowledge by managers and working with data analysts improves the
company’s financial and organisational performance (Lee and Shin, 2020). Instead, this work
investigates how managers’ understanding of ML technologies and platforms increases their
use. A significant correlation between this effect was found. The managers’ perception of their
effect has not been studied, as well as how the trust placed in these methodologies affects the
more frequent application of ML. From the analysis carried out in this thesis, the greater the
manager’s perception that ML positively impacts financial results, the greater they will use it.
However, regarding the difference in the degree of human participation in the decision-making
process, the data collected are not statistically significant. Another area covered by the
literature is how these technologies are perceived by the public and by investors (Ipsos Mori,
2017). It emerges that they are, on average, opposed to its use in investment decision-making,
considering it dangerous and thinking it reduces their freedom of choice (Dietvorst, Simmons

and Massey, 2015). Other literature studies the relationship between the manager and the
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investor by analysing the relevant international regulations (European Parliament and Council,
2004 and 2014). What is missing again is a study of how the investors’ concerns about the use
of ML affect the decisions on its use by managers. The analysis revealed an inverse relationship
between managers’ perception of investor concerns and the ML use. It means that the more
important the manager thinks the investor’s thinking on the ML topic is, the less he will use it.
This finding is consistent with the literature (Ipsos Mori, 2017) as, as mentioned, investors are
averse to its use (Dietvorst, Simmons and Massey, 2015). So, if the manager listens to their
ideas, he will be led not to use ML. Once again, the difference between the presence or absence
of human intervention in the decision-making process is not statistically significant. Using
multiple regression (Mansfield, 1877), the study extends the existing literature on using new
technologies in the financial field. Therefore, combining the literature with my results, it is
possible to state that ML should be more studied and used as knowledge increases its
application: the greater the knowledge, the greater the application; the greater the application,

the better the financial results obtained.

This thesis has several limitations. First of all, it presents a relatively small sample. A more
extensive data collection could lead to expanding the number of significant correlations within
the model. It is linked to the second limitation: a large part of the initial set of variables was
excluded as not statistically significant or because they presented multicollinearity (Greene,
2000). Increasing the number of cases would have been possible to correct these problems and
raise the number of factors studied. Furthermore, the model explains only some of the

phenomena that can influence the use of ML by managers in the decision-making process.

Further research could be performed from this starting point, expanding the sample size and

collecting data from a higher number of companies in a higher number of countries. The
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analysis could therefore be extended to more areas searching for a broader and more complete
set of reasons behind the phenomenon. Some possible interesting variables to analyse could be
the relationship between the use of ML and the countries of origin of the managers and, above
all, the age of the managers, which could profoundly influence the choice of using ML in the

financial field.
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